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Model inspection & evaluation
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Model inspection & evaluation
Calibration

When you predict an event happens with probability p, how 
often does it actually occur?







Model inspection & evaluation
Accuracy

Percent of predictions that are “correct.” 

To determine this, we must convert probabilistic predictions 
to binary predictions. For example, can convert probabilities 
to the most likely binary outcome.

60% → 1
45% → 0





What is the lowest possible 
accuracy for any model 
predicting a binary outcome?

A) 50%
B) 0%
C) Depends on the problem
D) The frequency of the most common class (e.g., 60%, if 60% 
of the outcomes are 0's)



What is the lowest possible 
accuracy for any model 
predicting a binary outcome 
*after training*?
A) 50%
B) 0%
C) Depends on the problem
D) The frequency of the most common class (e.g., 60%, if 60% 
of the outcomes are 0's)



50% accuracy is not the baseline! We can get 61% accuracy by 
always predicting FALSE.



Model inspection & evaluation
Type I and Type II errors

Type I errors FP [ Model erroneously calls it spam ]

Type II error FN [ Model erroneously calls it legit email ]



Model inspection & evaluation
Precision

Proportion of all “positive” predictions that are true.
[ When the model says “positive”, how often it is correct. ]

Percent of messages that are labeled “spam” that actually are. 

__TP__
TP+FP





Model inspection & evaluation
Recall [ sensitivity, true positive rate ]

Proportion of all true instances that are positive.
[ Proportion of true instances the model correctly identifies. ]

Percent of actual spam messages correctly labeled as “spam”.

__TP__
TP + FN





Model inspection & evaluation
Specificity

Proportion of all false instances that are negative.
[ Proportion of false instances the model correctly identifies. ]

Percent of non-spam messages correctly labeled “non-spam”.

__TN __
 TN + FN     





Model inspection & evaluation
Trade offs

There is a trade-off between precision and recall.
[ And between specificity and sensitivity. ]



Model inspection & evaluation
Trade offs

How can you achieve perfect recall?
[ Discuss with neighbors ]



How can you achieve perfect 
recall on a binary prediction 
problem?

A) You must always make perfectly accurate predictions
B) Always predict 0
C) Always predict 1
D) Impossible to achieve perfect recall in every case



Model inspection & evaluation
Trade offs

How can you achieve perfect recall?

Call everything “positive”
[ Set a low bar for calling instances “positive”. ]



Model inspection & evaluation
Trade offs

How can you achieve perfect recall?

Call everything “positive”
[ Set a low bar for calling instances “positive”. ]

This strategy leads to many false positives.
[ Low precision. ]



Model inspection & evaluation
Trade offs

How can you achieve high precision?



How can you achieve high 
precision?

A) Always predict 1
B) Always predict 0
C) Only predict 1 when your estimated probability of a 
positive outcome is high, otherwise predict 0
D) Only predict 0 when your estimated probability of a 
negative outcome is high, otherwise predict 1



Model inspection & evaluation
Trade offs

How can you achieve high precision?

Set a high bar for calling instances “positive”. 



Model inspection & evaluation
Trade offs

How can you achieve high precision?

Set a high bar for calling instances “positive”. 

This strategy leads to many false negatives.
[ Low recall. ]



Probabilities to binary labels
Selecting the threshold

50% is not always the appropriate cutoff.



What happens to precision and recall/sensitivity, relative to a 50% threshold?
[ Discuss with neighbors ]



What happens to 
sensitivity/recall when the 
threshold is raised?
A) Recall must stay the same or go up
B) Recall must stay the same or go down
C) Impossible to know without seeing the prediction problem



What happens to precision when 
the threshold is raised?

A) Precision must stay the same or go up
B) Precision must stay the same or go down
C) Impossible to know without seeing the prediction 
problem

But in most cases, (A) is true!





Model inspection and evaluation
ROC (Receiver Operating Characteristic) curve

What model achieves the dashed line?
[ Discuss with neighbors ]



What model achieves the dashed 
line?

A) Always predict 0
B) Always predict 1

C) Choose a probability uniformly at random in [0,1]

D ) Choose a probability iid N(0,1)





Model inspection & evaluation
Area under the ROC curve [ AUC ] 

The probability that a classifier will score a randomly chosen 
true instance higher than a randomly chosen false one.
[ Model correctly identifies the true instance in the pair. ]




